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Abstract

Latent generative models can learn higher-level underlying factors from complex data in an unsupervised manner. Such models can be used in a wide range of speech processing applications, including synthesis, transformation, and classification. While there have been many advances in this field in recent years, the application of the resulting models to speech processing tasks is generally not explicitly considered. In this paper we apply the variational autoencoder (VAE) to the task of modeling frame-wise spectral envelopes. The VAE model has many attractive properties such as continuous latent variables, prior probability over these latent variables, a tractable lower bound on the marginal log likelihood, both generative and recognition models, and end-to-end training of deep models. We consider different aspects of training such models for speech data and compare them to more conventional models such as the Restricted Boltzmann Machine (RBM). While evaluating generative models is a generally difficult task [2], we compare them to more conventional models such as the Restricted Boltzmann Machine (RBM). While evaluating generative models is a generally difficult task [2], we compare them to more conventional models such as the Restricted Boltzmann Machine (RBM).

Index Terms: generative models, variational autoencoder, acoustic modeling, deep learning

1. Introduction

Generative models are frequently used for machine learning problems in unsupervised or semi-supervised settings. One of their goals is to extract simpler, higher-level features from complex data which can then be used for classification, generating new data or transforming existing data; in this last case the generative model can act as a regularizer which ensures the generated data will behave like the data seen during training.

We can think of these simpler, higher-level features to be (related to) some hidden underlying factors that may be involved in the process that generated the data. The observed data that we focus on in this paper is the frame-wise spectral envelope of speech signals. In this case we know that these envelopes contain phonetic information, speaker identity, voice quality, influences related, etc. While there is some understanding of how these factors influence the spectrum, “handcrafting” features and algorithms to deal with these factors can be difficult [1]. Therefore, we try to approach this problem by modeling and learning from data.

In this paper we will first introduce the variational autoencoder (VAE) and set it in a context of more conventional models, such as the Restricted Boltzmann Machine (RBM) and some other more recent models. While evaluating and comparing generative models is a generally difficult task [2], we evaluate performance considering both reconstruction error and performance in a set of sampling and transformation tasks.

2. The Variational Autoencoder

The variational autoencoder [3, 4] defines a probabilistic generative model,

\[ p_{\theta}(x, z) = p_{\theta}(x|z)p_{\theta}(z), \]  

(1)

where our observed data \( x \) is generated by a random process involving some underlying random variables \( z \). In this model the prior \( p_{\theta}(z) \) quantifies what we know about \( z \) before seeing any data, and the likelihood function \( p_{\theta}(x|z) \) quantifies how the observed data \( x \) relates to \( z \). Here both \( p_{\theta}(z) \) and \( p_{\theta}(x|z) \) are parametric families of distributions with parameters \( \theta \). The posterior \( p_{\theta}(z|x) \) can be used to infer the hidden latent variables \( z \) from data, or optimize model parameters \( \theta \) maximizing marginalized likelihood \( \mathbb{E}_{z|x} p_{\theta}(x|z)p_{\theta}(z) \).

By defining the prior distribution to be something simple (much simpler than the empirical data distribution) we try to ensure that the latent variables \( z \) are higher-level, simpler features of the data \( x \). Typically a standard Gaussian distribution is used,

\[ p(z) = \mathcal{N}(z; 0, I) \]  

(2)

For real-valued data the likelihood, or observation model, is typically modeled using an independent Gaussian distribution,

\[ p_{\theta}(x|z) = \mathcal{N}(x; \mu_{\theta}(z), \sigma_{\theta}^2(z) I), \]  

(3)

where \( \mu_{\theta}(z) \) and \( \sigma_{\theta}^2(z) \) are non-linear functions of \( z \) modeled using a neural network, e.g. a multi-layer perceptron (MLP).

Using the exact posterior given by Bayes’ rule \( p_{\theta}(z|x) = p_{\theta}(x|z)p_{\theta}(z)/\int p_{\theta}(x, z)dz \) leads to intractable computations. The idea behind variational inference is to approximate the intractable true posterior with some tractable parametric auxiliary distribution \( q_{\phi}(z|x) \). In the VAE framework this is typically chosen to be an independent Gaussian distribution,

\[ q_{\phi}(z|x) = \mathcal{N}(z; \mu_{\phi}(x), \sigma_{\phi}^2(x) I). \]  

(4)

Like the generative model, this recognition model is also parameterized by a neural network.

We now have an optimization problem of fitting the approximate posterior to the true posterior by minimizing their Kullback-Leibler (KL) divergence. While this is not a tractable objective itself, when we expand the KL divergence the relationship to the marginalized likelihood becomes clear.

\[ D_{KL}[q_{\phi}(z|x)||p_{\theta}(z|x)] = \mathbb{E}_{q_{\phi}(z|x)}[\log q_{\phi}(z|x) - \log p_{\theta}(z|x)] \]  

(5)

\[ = \mathbb{E}_{q_{\phi}(z|x)}[\log q_{\phi}(z|x)] - \mathbb{E}_{p_{\theta}(z|x)}[\log p_{\theta}(z|x)] + \log p_{\theta}(x). \]  

(6)

Given that \( D_{KL}(\cdot) \geq 0 \), we obtain a lower bound on the marginalized likelihood,

\[ \log p_{\theta}(x) \geq \mathbb{E}_{q_{\phi}(z|x)}[\log p_{\theta}(x, z) - \log q_{\phi}(z|x)] \]  

(7)

\[ = \mathbb{E}_{q_{\phi}(z|x)}[\log p_{\theta}(x|z) + \log p(z) - \log q_{\phi}(z|x)] \]  

(8)

\[ = \mathbb{E}_{q_{\phi}(z|x)}[\log p_{\theta}(x|z)] - D_{KL}[q_{\phi}(z|x)||p(z)], \]  

(9)
which is the variational objective \( L(\theta, \phi; x) \).

The model can be trained by jointly optimizing \( \theta \) and \( \phi \) to maximize \( L \) using stochastic gradient ascent, however care must be considered, for example computing the gradient w.r.t. \( \phi \). Using the so-called reparameterization trick the expectation over \( z \sim q_\phi(z|x) \) is transformed into an expectation over an auxiliary distribution independent of \( \phi \) and a deterministic mapping, e.g., \( z = \mu_\phi(x) + \sigma_\phi(x) \odot \epsilon \) with \( \epsilon \sim \mathcal{N}(0, I) \). Finally, we approximate the expectation term of eq. (9) using Monte Carlo integration. Often one or few samples suffice for typical mini-batch sizes. In many cases the KL divergence term can be solved analytically to further reduce variance of the estimator.

The connection with the classical deterministic autoencoder (AE) becomes clear when viewing the model as a stack of the recognition (encoder) and generation (decoder) MLP networks. Looking at eq. (9), we see that the first term corresponds to a stochastic version of the negative reconstruction error in the classical AE, while the second term is an additional regularizer which encourages the approximate posterior to be close to the prior.

3. Related work

The original VAE publications and many of their derived works only report results on image data. While speech data is not generally considered, there is at least one notable exception [5], where the raw time-domain speech signal is modeled using a time-aware recurrent version of the VAE. Directly modeling the time domain signal is very desirable as it does away with any “handcrafted” vocoder or signal processing. However we feel that at this point working with a more high-level abstraction of speech, such as the spectral envelope, will be beneficial to obtaining higher quality results and require less training data. Another domain in which VAEs have recently been successful is natural language processing, e.g. [6].

Compared to the more conventional generative models used in speech processing, the closest model is the Restricted Boltzmann Machine (RBM), or its multi-layer, stacked counterpart the Deep Belief Network (DBN). These models have been used for tasks such as speech recognition [7], speech synthesis [8], and other tasks like voice conversion [9]. Perhaps the biggest difference between these models and the VAE is that the RBM (in practice) is limited to binary latent variables, while the VAE typically uses continuous latent variables (using alternative gradient estimators to the one described in sec. 2, binary latent variables are possible as well). The Bayesian framework in which the VAE is set is more easily interpretable and allows for a more flexible choice of the distributions involved, compared to the undirected probabilistic RBM model. VAEs offer a tractable lower bound on the log likelihood (and easy approximation of true log likelihood by means of importance sampling [4]), while RBMs use a different approximate objective (contrastive divergence) which is much more difficult to interpret and complicates training. Finally, stacked RBMs (DBNs) have to be trained in a greedy layer-wise fashion, while deep VAEs can be trained end-to-end.

Apart from VAEs, there have been several other neural network-based generative models proposed recently. One class of models that has received a lot of attention is the Generative Adversarial Net (GAN) [10]. Like VAEs, these models contain a generative network, but instead of a recognition network they are trained using a discriminator which decides whether a randomly generated sample is real or not. This type of model has been able to produce very convincing results in the image domain, often cited to avoid the oversmoothing from which VAEs can suffer. Some of the downsides of GANs are that balancing the relative strength of generative and discriminative networks can be quite complicated and that the lack of a recognition network can be a limitation for transformation tasks like the ones discussed in this paper.

Highlighting the flexibility of the model, there have been many recent works that build upon the VAE considered in this paper. These include improved accuracy of the approximate inference using multi-sample objectives [11] or more expressive variational posteriors [12], sequential generative models [13], time recurrent models [5] and combinations with graphical or state-space models [14]. Considering the task of transformation, conditional VAE models have also been proposed for structured output prediction [15].

4. Methodology

4.1. Feature space and pre-processing

We are interested in modeling the timbre of the voice by first extracting its spectral envelope, assuming that (small) variations in pitch do not affect it significantly. The STRAIGHT vocoder [16] allows decomposing a speech signal into F0, and a harmonic and aperiodic spectral envelope. From these features a high quality reconstruction can then be obtained, even after moderate modification. Our initial features are 1025-dimensional (bin-by-bin) harmonic spectral envelopes, sampled every 5 milliseconds, obtained from recordings with a sampling rate of 32 kHz.

We should consider the observation model used when deciding which is an appropriate feature space. Ideally this would be a measure of the perceptual similarity between input and reconstruction. In the image domain, where a pixel-wise loss is generally not the best choice, there has been some work in this area [17, 18]. For spectral envelopes, which are relatively smooth, we expect an independent Gaussian observation model to work quite well. However, using features with a non-linear frequency scale may help allocate more of the model’s capacity to the perceptually more relevant bottom range of the spectrum.

We consider two different representations of the spectral envelope, which we call MGC70 and SPEC257. The first representation is a 70-dimensional mel-generalized cepstral (MGC) representation (using parameters \( \gamma = \theta \) and \( \alpha = 0.45 \) [19]). By using the mel-scale these features should be able significantly reduce dimensionality while still being able to perform perceptually accurate reconstruction. The latter representation is a 257-dimensional log-spectrogram envelope obtained by downsampling the original STRAIGHT spectral envelope. The log-spectral distance between input and reconstruction from these reduced-dimensionality features over the dataset used in the experiments (see sec. 5.1) is 2.00 dB and 0.13 dB for MGC70 and SPEC257 respectively.

Additionally, we perform per-frame energy normalization of the initial STRAIGHT spectra. Leading and trailing silences are trimmed from the training utterances. The final features are standardized to have zero mean and unit variance across the training set.

4.2. Model architecture

The baseline model architecture used in this work consists of a standard Gaussian prior, independent Gaussian observation model, and independent Gaussian approximate posterior. The encoder and decoder MLPs both consist of two hidden layers of
512 units each with ELU [20] activations, and \( \mu \) and \( \sigma^2 \) output layers with linear and softplus activations respectively (to constrain \( \sigma^2 > 0 \)). We use a single stochastic latent layer consisting of 100 units. The expectation in eq. (9) is approximated using a single Monte Carlo sample. Model parameters are optimized using the Adam algorithm [21] with a learning rate of 0.0002, for 1000 epochs, with a batch size of 256. Batch normalization [22] is used for all hidden layers in the encoder and decoder to stabilize training and speed up convergence. We have found these settings to work well for most cases, but they have not been exhaustively optimized.

The reference RBM model (following [9]) is a Gaussian-Bernoulli RBM (GB-RBM) with 1539 continuous observed variables (513 bin spectrum, augmented with delta and delta-delta dynamic features) and 2048 binary latent variables. The observed Gaussian units use fixed unit variances and to stabilize training samples are fixed to their mean values. Training is performed according to approximate maximum likelihood using the contrastive divergence algorithm with a single step of Gibbs sampling. Parameters are optimized using stochastic gradient descent with a learning rate of 0.0001, 0.5 momentum for the first 5 epochs and 0.9 afterwards, a batch size of 10, for a total of 60 epochs. Reconstruction is done according to maximum output probability considering dynamic features [23]. This more elaborate parameter generation scheme helps smooth out excessive frame-to-frame variance from which the RBM can suffer. For the VAE model we found this not necessary.

### 4.3. Training methodology

When training the VAE model, one issue can be the relative dominance of the reconstruction and KL divergence terms in eq. (9) over the course of training. In the case that the KL dominance of the reconstruction and KL divergence terms in training the VAE model, one issue can be the relative dominance of the reconstruction and KL divergence terms in eq. (9) is approximated using a single Monte Carlo sample. Model parameters are optimized using the Adam algorithm [21] with a learning rate of 0.0002, for 1000 epochs, with a batch size of 256. Batch normalization [22] is used for all hidden layers in the encoder and decoder to stabilize training and speed up convergence. We have found these settings to work well for most cases, but they have not been exhaustively optimized.

The reference RBM model (following [9]) is a Gaussian-Bernoulli RBM (GB-RBM) with 1539 continuous observed variables (513 bin spectrum, augmented with delta and delta-delta dynamic features) and 2048 binary latent variables. The observed Gaussian units use fixed unit variances and to stabilize training samples are fixed to their mean values. Training is performed according to approximate maximum likelihood using the contrastive divergence algorithm with a single step of Gibbs sampling. Parameters are optimized using stochastic gradient descent with a learning rate of 0.0001, 0.5 momentum for the first 5 epochs and 0.9 afterwards, a batch size of 10, for a total of 60 epochs. Reconstruction is done according to maximum output probability considering dynamic features [23]. This more elaborate parameter generation scheme helps smooth out excessive frame-to-frame variance from which the RBM can suffer. For the VAE model we found this not necessary.

### 5. Experiments

#### 5.1. Dataset

The dataset used in these experiments consisted of a set of 123 Spanish utterances from a professional female speaker. The utterances were optimized to cover most frequently occurring diphones and were spoken at an approximately constant pitch and cadence. All recordings were studio quality and resampled to 32 kHz for the experiments. Train set and validation set were split 80/20 (90.3k/23.9k samples, 451.8/119.5 seconds).

#### 5.2. Quantitative experiments

The results of a series of reconstruction experiments with different model configurations is summarized in table 1. Looking at the baseline models without the use of any variance flooring or input noise, we see the KLD is overly high (resulting in poor features). The model seems to be able to handle high dimensional data well, with SPEC257 slightly outperforming MGC70 features. The variance floor and noise level have a similar effect on the reconstruction/KLD trade-off, without either being significantly better. The qualitative experiments show results for the SPEC257 model with \( \zeta = 0.4 \) and \( \lambda = 1.0 \). The RBM performs a little worse than the VAE in terms of reconstruction error and has higher frame-to-frame variance. The qualitative experiments could not be compared due to the RBM’s latent space being binary and not allowing smooth interpolation.

#### 5.3. Latent space sampling

One experiment by which generative models are often evaluated in the image domain is to generate random samples and visually inspecting if the resulting image looks realistic (and sufficiently different from the nearest neighbor in the training set). In our case a sample would correspond to a spectral envelope for a single frame which is difficult to evaluate in isolation. Instead we generate random latent variables that smoothly vary in time using a Gaussian diffusion process. The resulting sequence of spectra can then be synthesized and listened to. While not evaluated formally, we consider that the resulting sounds could conceivably be produced by the source speaker, albeit lacking the temporal structure and pitch inflections of natural speech. Some sound examples can be found at: http://www.dtic.upf.edu/~mblaauw/IS2016_VAE
Table 1: Quantitative results of resynthesis experiments on held-out data. The log likelihood, \( \log p_{\theta}(x) \), reconstruction term, \( \mathbb{E}_{q_{\phi}(z|x)}[\log p_{\theta}(x|z)] \), and KL divergence term, \( D_{KL}[q_{\phi}(z|x)||p(z)] \), were estimated using importance sampling with 500 samples [4, appendix E]. The number of active latent units is estimated using the metric, \( A_u = \text{Cov}(q_{\phi}(z_u|x)[z_u]) \) and \( A_u > 10^{-2} \), where \( u \) is the latent unit of interest [1]. The LSD and MCD35 columns are reconstruction log-spectral distance and 35-dimensional mel-cepstral distance respectively, both w.r.t. the input prior to dimensionality reduction. The global variance (GV) column is per-utterance variance over time of reconstructed features (averaged over all features, all utterances, and as a percentage of GV of input).

<table>
<thead>
<tr>
<th></th>
<th>log lik.</th>
<th>Rec. term</th>
<th>KLD term</th>
<th>Num. active</th>
<th>LSD (dB)</th>
<th>MCD35 (dB)</th>
<th>GV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline A (MGC70)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.6 ), noise ( \lambda = 0.0 )</td>
<td>-79.06</td>
<td>-67.23</td>
<td>15.52</td>
<td>27</td>
<td>5.03</td>
<td>3.69</td>
<td>77.89</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.4 ), noise ( \lambda = 1.0 )</td>
<td>-78.49</td>
<td>-73.57</td>
<td>10.25</td>
<td>18</td>
<td>6.25</td>
<td>4.46</td>
<td>75.66</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.2 ), noise ( \lambda = 1.0 )</td>
<td>-81.52</td>
<td>-67.91</td>
<td>15.02</td>
<td>25</td>
<td>5.03</td>
<td>3.74</td>
<td>76.07</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.15 ), noise ( \lambda = 1.5 )</td>
<td>-77.34</td>
<td>-72.19</td>
<td>10.68</td>
<td>17</td>
<td>6.24</td>
<td>4.44</td>
<td>74.96</td>
</tr>
<tr>
<td>Baseline B (SPEC257)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.6 ), noise ( \lambda = 0.0 )</td>
<td>-208.53</td>
<td>-195.82</td>
<td>16.34</td>
<td>26</td>
<td>3.59</td>
<td>2.26</td>
<td>87.42</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.4 ), noise ( \lambda = 1.0 )</td>
<td>-170.76</td>
<td>-162.06</td>
<td>14.58</td>
<td>20</td>
<td>4.22</td>
<td>2.62</td>
<td>82.20</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.2 ), noise ( \lambda = 1.0 )</td>
<td>-109.91</td>
<td>-99.49</td>
<td>22.33</td>
<td>29</td>
<td>3.81</td>
<td>2.38</td>
<td>84.14</td>
</tr>
<tr>
<td>+ vfloor ( \zeta = 0.15 ), noise ( \lambda = 1.5 )</td>
<td>-112.81</td>
<td>-109.80</td>
<td>18.13</td>
<td>22</td>
<td>4.39</td>
<td>2.77</td>
<td>80.67</td>
</tr>
<tr>
<td>RBM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4. Latent space interpolation

One desirable property of a generative model is that an interpolation in the latent space leads to a reasonable interpolation in the observed space. For speech one would expect formant frequencies to transition smoothly when interpolating between latent representations of different vowels for instance. This is in fact one of the goals of certain “handcrafted” spectral representations such as Line Spectral Pairs (LSP) [26]. In fig. 2 we compare the results of linearly interpolating single frames from the vowel sequence [a], [e], [i], [o], [u] in SPEC257 observed space, in VAE latent space, and a reference recording. The STRAIGHT reconstructions use vowel timing, F0 and aperiodic components of the reference recording. The VAE result shows a clearer transitioning of formant frequencies compared to the observed space interpolation, even though the concept of a formant is never explicitly introduced in the system.

6. Conclusions

In this work we have considered the variational autoencoder for modeling frame-wise spectral envelopes of speech signals. While our findings are still preliminary, in our experiments the VAE model could achieve similar or slightly better reconstruction errors compared to competitive models such as the RBM. While evaluating the usefulness of the learned latent representation is not a straight-forward task, we propose a set of simple problems considering the downstream task of transforming speech. The first is observing formant movements when interpolating between latent representations of different vowels, and the second is generating a continuous stream of samples from the model using a Gaussian diffusion process. We considered some of the issues that arose during training due to the different nature of the speech data compared to the usual image data. In order to better train the model for this type of data we propose using variance flooring in the observation model and using a denoising objective. We feel that the VAE shows promise and its flexibility should allow for many future improvements and applications.
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