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ABSTRACT
The music we like (i.e. our musical preferences) encodes and
communicates key information about ourselves. Depicting
such preferences in a condensed and easily understandable
way is very appealing, especially considering the current
trends in social network communication. In this paper we
propose a method to automatically generate, given a pro-
vided set of preferred music tracks, an iconic representa-
tion of a user’s musical preferences – the Musical Avatar.
Starting from the raw audio signal we first compute over 60
low-level audio features. Then, by applying pattern recogni-
tion methods, we infer a set of semantic descriptors for each
track in the collection. Next, we summarize these track-
level semantic descriptors, obtaining a user profile. Finally,
we map this collection-wise description to the visual domain
by creating a humanoid cartoony character that represents
the user’s musical preferences. We performed a proof-of-
concept evaluation of the proposed method on 11 subjects
with promising results. The analysis of the users’ evalu-
ations shows a clear preference for avatars generated by
the proposed semantic descriptors over avatars derived from
neutral or randomly generated values. We also found a gen-
eral agreement on the representativeness of the users’ musi-
cal preferences via the proposed visualization strategy.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems—Audio input/output ; H.5.5
[Information Interfaces and Presentation]: Sound and
Music Computing—Methodologies and techniques, Model-
ing, Systems

General Terms
Design, Algorithms, Human Factors

.

Keywords
Music information research (MIR), user modeling, audio
content analysis, semantic retrieval, music visualization

1. INTRODUCTION
Music always played an exceptional role in peoples’ life. It

allows us to directly influence our physical and mental condi-
tion, relate and connect memories, and express our emotions
in a creative way. In addition, we also use it to communi-
cate information about ourselves: there is evidence that the
music we like (i.e. our musical preferences) is linked to our
personalities and serves as a representative identity in social
networks [23]. Similarly, North and Hargreaves indicate that
music can operate as a “badge” which guides peoples’ social
cognition [19]. In a later study, the authors also reveal cor-
relations between musical and general lifestyle preferences,
e.g. interpersonal relationships or living arrangements [20].
Thereby, humans utilize music to establish friendships and
form communities [15]. Moreover, musical preferences are
found to be the most common topic in conversational situ-
ations, where people get to know each other [24]. All this
suggests that our musical preferences reflect both individual
emotions and attitudes towards society, politics or – even
more abstract – life in general.

In the course of the evolution of the World Wide Web,
new kinds of social networks became popular. People use
online communities to share opinions, impressions and ex-
perience about general life (e.g. Facebook) or more specific
topics (e.g. Last.fm in the case of music). Here, communi-
cation is done via text fragments, pictures, short videos or
audio/music. As highly informational features like physical
appearance, nonverbal behavior, facial features or clothing
styles are not available in the usual interaction situation,
the individual representation inside the community (i.e. the
user’s profile) replaces the aforementioned cues for iden-
tity claims. Therefore, users try to compress self-contained,
meaningful, funny, and personally representative informa-
tion into this compact representation to serve as first impres-
sion of the user in the network (e.g. consider the importance
of the user’s photo).

In its interdisciplinary character, music information re-
search (MIR) combines, among others, music theory, music
cognition, signal processing, computer science, and mathe-
matics to understand and explain the connections between
humans and music. Formally, it models these connections,
and exploits the derived models for enhancing the interac-
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tion of people with music. Recent research has put more
effort into obtaining semantically meaningful descriptions
of the musical content given that the low-level information
extracted from the raw audio signal was found to be insuf-
ficient for describing the concepts humans usually associate
with music [5, 2]. Additionally, current technology allows to
aim for complete systems, which can provide better means
to assess usability and create social impact to enforce further
advancements in research [7].

User modeling for music applications has generated some
research in MIR in the past years [6, 8, 26], but translating
these models into visual counterparts has remained, to our
knowledge, unexplored. In this work we present a method
which maps the musical preferences of a given user to the
visual domain. Given a collection of music tracks, provided
by the user as a prototypical example of his/her musical
preferences, we extract descriptive information from the au-
dio of each of these files, and design a mapping algorithm
that combines these data into a graphical representation –
the Musical Avatar. More precisely, the proposed method is
using audio content analysis to generate high-level semantic
descriptions for a single music track, which can be regarded
as a point in a multi-dimensional semantic descriptor1 space.
From the collection of all points – each corresponding to one
music track – several statistical measures are derived to ob-
tain a summarization of the user’s musical preferences within
this space. This summarized description is then mapped to
the visual attributes of the Musical Avatar. We finally ask
the user to evaluate the accuracy and usefulness of the ex-
tracted descriptors and the selected mapping strategies in
order to draw conclusions about the proposed method and
detect future research directions.

AMusical Avatar is thought to be used within online com-
munities or social networks (Facebook, Last.fm, Messenger,
Skype, Twitter – to name just a few) as an individual repre-
sentation based on the user’s musical preferences. In a sim-
ilar way, avatars derived from the proposed method could
also label different playlists from the same user, i.e. several
Musical Avatars can be assigned to different and musically
dissimilar subsets within a single music collection, thus indi-
cating their distinct musical facets as an easily recognizable
icon. Finally, as the applied music content processing system
outputs a set of points within a multi-dimensional semantic
space, it is possible to retrieve similar users and/or relevant
musical recommendations based on the user’s musical pref-
erences.

What follows is a short overview of the content of this
article: In Section 2 we present the proposed methodology.
Within this section we describe the acquisition of the user
data used in this research. Furthermore, we report the au-
dio content analysis system and its specific features, applied
to obtain semantic descriptors, and the resulting compact
representation of a set of music tracks. We then explain
the mapping from the acoustic-semantic domain to the vi-
sual domain, including the proposed graphical design. In
Section 3, we describe the user evaluation of the generated
avatars and discuss the obtained results. Finally, in Sec-
tion 4 we conclude this article and highlight several future
research directions.

1In the remainder of the paper we will pragmatically refer
to a high-level semantic descriptor with the generic term
“descriptor”.

2. METHODOLOGY
In this section we will explain the steps followed to gen-

erate a Musical Avatar for a single user. Figure 1 shows the
block diagram of the proposed methodology.

2.1 User Data Gathering
As a first step, we ask the user to gather the minimal

set of music tracks sufficient to grasp or convey her/his mu-
sic preferences. It is important to note that these are not
artist names but single music tracks which are informative
by themselves (without any additional context). The user
then provides either a folder with the selected tracks in audio
format (e.g. mp3) or the needed information to unambigu-
ously identify and retrieve each track (i.e. artist, name of
the piece, edition, etc.). We also ask the user to provide
some additional information, including personal data (gen-
der, age, interest for music, musical background), a descrip-
tion of the strategy followed to select the music pieces, and
the way they would describe their musical preferences. This
information will help us for further analysis and to evaluate
the provided avatars.

2.2 Descriptor Extraction
We now describe the procedure of obtaining a semantic

representation of the user’s preferences within the used audio
content analysis system. For each music track, we calculate
a low-level feature representation using an in-house audio
analysis tool2. In total it provides over 60 commonly used
low-level audio features, characterizing global properties of
the given tracks. They include inharmonicity, odd-to-even
harmonic energy ratio, tristimuli, spectral centroid, spread,
skewness, kurtosis, decrease, flatness, crest, and roll-off fac-
tors, Mel frequency cepstral coefficients (MFCCs), spectral
energy bands, zero-crossing rate [21], spectral and tonal
complexities [27], transposed and untransposed harmonic
pitch class profiles, key strength, tuning, chords [10], beats
per minute (BPM) and onsets [4]. Most of these features are
extracted on a frame-by-frame basis and then summarized
by their means and variances across all frames. In the case
of multidimensional features (e.g. with MFCCs), covariances
between components are also considered.

Having computed low-level features for each track, we
then follow the procedure presented in [3] to infer seman-
tic descriptors. We perform a regression by suitably trained
classifiers producing different semantic dimensions such as
genre, culture and moods. We use standard multi-class sup-
port vector machines (SVMs) [28], which have been shown to
be an effective tool for various classification tasks in MIR [14,
17, 30]. More concretely, we employ 14 ground truth mu-
sic collections (including full tracks and excerpts) and exe-
cute 14 classification tasks corresponding to these data. For
some descriptors we use already existing collections in the
MIR field, while for others we use manually labeled in-house
datasets (for more detailed information regarding the used
collections see [3] and references therein). The regression re-
sults form a high-level descriptor space, which contains the
probability estimates for each class for each SVM classifier.
We use the libSVM implementation with the C-SVC method
and a radial basis function kernel with default parameters3

after a correlation-based feature selection (CFS) [11] over all

2http://mtg.upf.edu/technologies/essentia
3http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://mtg.upf.edu/technologies/essentia
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.30

.48

1.6

.29

2.6

54.

.75

.90

.24

.71

.94

.55

1.3

24.

1.0

.72

.40

.53

1.1

.43

1.3

33.

.95

.83

.33

.65

.99

.18

2.1

66.

.69

.82

.24

.50

1.3

.38

2.2

51.

.99

.89

( )

0.24

0.50

1.03

0.38

2.20

51.0

0.99

0.89

( )

genre
mood

instr.
others

0.24

0.50

0.93

0.08

0.23

0.01

( )...track 1

raw
 audio data

fram
e-w

ise extraced audio features

classi!ers

sem
antic descriptors

d
e

scrip
to

r su
m

m
a

riza
tio

n

feature sum
m

arization

.34

.76

1.0

.18

2.2

28.

.53

.99

.14

.75

.68

.49

1.1

31.

.97

.68

.37

.62

1.4

.25

1.4

41.

.74

.69

.29

.81

.94

.07

2.0

32.

.91

.78

.33

.59

1.1

.09

1.8

43.

1.0

.71

( )

1.03

0.45

2.56

0.14

1.87

104.

0.52

0.44

( )

0.58

0.12

0.05

0.86

0.55

0.30

( )...track n

genre
mood

instr.
others

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

0.45

0.08

0.11

0.95

0.46

0.41

( )

descriptor to visual m
apping

m
usical preference representation

acoustic domain visual domain

low-level description high-level description

M
usical Avatar

Figure 1: Block-diagram of the proposed methodology. The user’s music tracks are analyzed and represented
with low-level audio features which are later transformed, by means of classifiers, into semantic descriptors.
The individual track descriptors are furthermore summarized into the user profile which is finally mapped
to a series of graphical features of the Musical Avatar.

Table 1: Selected descriptors per semantic dimen-
sions (i.e. genre, moods & instrumentation and oth-
ers).

Genre Moods & Inst. Others

Classical Happy Party
Jazz Sad Vocal
Metal Aggressive Tonal
Dance Relaxed Bright
Rock Electronic Danceable

Electronic Acoustic

[0, 1]-normalized low-level features.
With the described procedure we obtain 77 descriptors,

including categories of genre, culture, moods, instruments,
rhythm and tempo. Although such a rich semantic descrip-
tion can provide valuable cues for visualization, in this pro-
totypical study we opt for simplicity, and thus reduce the
amount of the semantic descriptors. Therefore, we perform
an additional filtering considering classifiers’ accuracy as a
criterion while preserving the representativeness of the se-
mantic space. To this extent, we ask a subset of users to
manually annotate their own music collections, filling in the
same descriptors as those inferred by the classifiers. We
then compare the manual annotations with the classifiers’
outputs using Pearson correlation, and opt for the best per-
forming descriptors. The resulting 17 descriptors, which are
used for constructing the Musical Avatar, are presented in
Table 1.

2.3 Descriptor Summarization
Having computed the selected descriptors for all the tracks

in the user’s collection we apply different strategies to ob-

tain a compact representation which can be mapped to the
visual domain. To remove global scaling and spread, we first
standardize each descriptor (i.e. subtracting the global mean
and dividing by the global standard deviation). We estimate
the reference means (µR,i) and standard deviations (σR,i)
for each decriptor i from a representative music collection
containing more than 100,000 tracks including all common
Western musical genres.

Moreover, as the visualization process (see Section 2.4)
takes normalized values as inputs (i.e. values between 0 and
1) we range-normalize the aforementioned standardized de-
scriptor values according to the following equation:

Ni =
di −min

max−min
, (1)

where di is the standardized value of descriptor i, and since
di has zero mean and unit variance, we set the respective
min and max values to −3 and 3, as according to Cheby-
shev’s inequality at least 89 % of the data lies within 3
standard deviations from its mean [9]. All resulting values
smaller than 0 or greater than 1 are clipped. The result-
ing scale can be seen as a measure of preference for a given
category.

We then summarize the descriptor values by computing
the mean for every normalized descriptor (µN,i). At this
point, we decide to represent the resulting mean values by
quantizing the respective preference using three strategies,
namely: continuous (i.e. all possible values), ternary and
binary. Each quantization level conveys a different degree
of data variability. For the binary quantization we force the
descriptors to be either 1 or 0, representing only two levels
of preference (i.e. 100% or 0%). In the ternary case a third
value is introduced representing a neutral degree of prefer-
ence (i.e. 50%). The continuous quantization includes all



possible degrees of preference. These three types of quanti-
zation are computed as follows: In the continuous case we
maintain the computed µN,i values without further changes.
In the binary case we quantize all µN,i values below 0.5 to
zero and all values above (or equal) 0.5 to one. In the ternary
case we perform the quantization directly from the original
descriptor values, that is, we calculate the mean for every
descriptor (µi) and quantize the mean values according to
the following criteria:

Ternaryi =











1 if µi > (µR,i + thi),

0.5 if (µR,i − thi) ≤ µi ≤ (µR,i + thi),

0 if µi < (µR,i − thi),

(2)
where thi = σR,i/3.

2.4 Visualization
The final procedure consists of converting the summarized

descriptors to a set of visual features to generate the Musi-
cal Avatar. We apply the cultural approach of representing
urban tribes as described in [16], since in these subcultures
music plays a relevant role in both the personal and cul-
tural identities. The subcultures are often identified by spe-
cific symbolisms, which can be recognized visually. Thus,
our approach is mapping the semantic descriptors into a
basic collection of cultural symbols. As a proof-of-concept
we select an iconic cartoony style for the following reasons:
firstly, it is a less time-consuming technique compared to
other approaches more focused on realistic features [1, 22,
25]; secondly, it is a graphical medium which, by eliminat-
ing superfluous features, amplifies the remaining features of
a personality [18]; and thirdly, there already exist popular
avatar collections of this kind such as Meegos4 or Yahoo
Avatars5.

Though colors have been successfully associated with mu-
sical genres [12] or moods [29], cultural differences have been
reported when trying to define a global mapping. Instead,
in our study the relevant role is played by the graphical sym-
bols, which are filled with arbitrary colors related to them.

In order to decide which and how the urban tribes are re-
alized, we focus on the information provided by the selected
descriptors and the design requirements of modularity and
autonomy. Starting from a neutral character6, the body is
divided into different parts. For each of these parts we pro-
vide a set of graphic symbols. Each of these graphic symbols
always refers to the same descriptors (e.g the mouth is al-
ways defined by the descriptors of “Moods” and “Others”
but never by “Genre” descriptors, see Table 2). Besides, we
introduce a label to identify the gender of the avatar, each
providing a unique set of graphic symbols. Apart from the
body elements, a set of possible backgrounds is also added to
the graphic collection in order to support some descriptors
of the “Others” category such as Party, Tonal or Dance-
able. In addition, the Bright descriptor value is mapped to
a grey background color that ranges from RGB(100,100,100)
to RGB(200,200,200). All graphics are done in vector format
because of their rescalability. Table 2 shows the relation be-

4http://meegos.com
5http://avatars.yahoo.com
6A neutral character corresponds to an empty avatar.
It should be noted that the same representation can be
achieved if all descriptor values are set to 0.5.

tween graphic groups and semantic dimensions used by the
mapping algorithm.

Table 2: Mapping of the descriptor dimensions to
the graphic groups.

Dimensions

Graphic Group Genre Mood Others

Background •

Head • • •

Eyes • •

Mouth • •

Complement • • •

Suit • •

Hair •

Hat • •

Complement2 •

Instrument • •

To obtain the user’s musical preferences in terms of graphic
elements we construct a vector space model and define the
Euclidean distance as a measure of dissimilarity therein. For
each graphic symbol we choose the best among the set of all
available candidates which is closest to the corresponding
subset of the user’s vector model. This subset is defined ac-
cording to the mapping criteria depicted in Table 2. As a re-
sult, a particular Musical Avatar is generated for a concrete
user’s musical preferences. The prototype implementation
is done using Processing7.

Taking into account the different summarization strategies
described in Section 2.3, mapping is done in either a discrete
or continuous space resulting in different data interpreta-
tions and outputs. These differences imply that in some
cases the graphic symbols have to be defined differently: for
instance, the Vocal descriptor set to 0.5 in the continuous
scenario case means ”she likes both instrumental and vocal
music”, whilst this neutrality is not present in the binary
scenario. Furthermore, in the continuous scenario, proper-
ties such as size or chromatic gamma can be exploited while
this is not possible within the discrete vector spaces. Fig-
ure 2 shows a graphical example of our visualization strategy
where, given a user model, the best (i.e. the closest in Eu-
clidean distance) graphic symbol for each graphic group is
chosen. Besides, Figure 3 shows a sample of Musical Avatars
from the three summarization strategies and Figure 4 shows
a random sample of different Musical Avatars.

3. EXPERIMENTS AND RESULTS

3.1 User Data Analysis
In order to evaluate the proposed method, we worked with

a group of 11 users (8 male and 3 female). They were aged
between 25 and 45 years old (average µ = 33 and standard
deviation σ = 5.35) and showed a very high interest in mu-
sic (rating around µ = 9.64, with σ = 0.67, where 0 means
no interest in music and 10 means passionate about music).
Ten of the eleven users play at least one musical instru-
ment, including violin, piano, guitar, singing, synthesizers
and ukulele.

7http://processing.org

http://meegos.com
http://avatars.yahoo.com
http://processing.org


Figure 2: Sample of the visualization strategy. It
can be seen how the descriptor values influence the
selection of the different graphic elements used to
construct the avatar. The values inside the graphic
element boxes represent all possible descriptor val-
ues that can generate the presented element.

The number of tracks selected by the users to convey their
musical preferences was very varied, ranging from 19 to 178
music pieces (µ = 74.09, σ = 48.23). The time spent for
this task also differed a lot, ranging from half an hour to
180 hours (µ = 30.41, σ = 54.19).

It is interesting to analyze the provided verbal descrip-
tions about the strategy followed to select the music tracks.
Some of the users were selecting one song per artist, while
some others did not apply this restriction. They also cov-
ered various uses of music such as listening, playing, singing
or dancing. Other users mentioned musical genre, mood,
expressivity, musical parameters and chronological order as
driving parameters for selecting the tracks. Furthermore,
some users implemented an iterative strategy by gathering
a very large amount of music pieces from their music collec-

Figure 3: Sample Musical Avatars from the three
summarization strategies (i.e. binary, ternary and
continuous).

tion and performing a further refinement to obtain the final
selection.

Finally, each user provided a set of labels to define their
musical preferences. Most of them were related to genre,
mood and instrumentation, some of them to rhythm and
few to melody, harmony or expressivity. Other suggested
labels were attached to lyrics, year and duration of the piece.
The users’ preferences covered a wide range of musical styles
(from classical to country, jazz, rock, pop, electronic, folk)
and musical properties (e.g. acoustic vs. synthetic, calm vs.
danceable, tonal and dissonant).

3.2 Avatar Evaluation
After having generated the three Musical Avatars for each

user (one per summarization strategy, as described in Sec-
tion 2.3), we asked the users to answer a brief evaluation
questionnaire. The evaluation consisted in performing two
tasks. In the first task, we asked the user to manually assign
the 17 semantic descriptors used to summarize her/his music
collection (see Table 1). For this assignment we requested
a real number between 0 and 1 to rate the degree of prefer-
ence for each descriptor (e.g. 0 meaning“I don’t like classical
music at all” up to 1 meaning “I like classical music a lot”).
Next, to introduce the user to the visual nature of the Musi-
cal Avatars, we showed 20 randomly generated avatars. For
the second task, we presented the user six avatars: namely,
the three images generated from his/her own collection, two
randomly generated avatars and one neutral avatar. We
asked the user to rank these images assigning the image that
best express her/his musical preferences to the first position
in the rank (i.e. rank = 1). Finally, we asked for written
feedback regarding the images, the evaluation procedure, or
any other comment8.

From the obtained data we first analyzed the provided
rankings to estimate the accuracy of the different mapping
strategies. Given the users’ preferences for the various Musi-
cal Avatars presented to them, we computed the mean rank
for each of the different algorithm variants examined in the
questionnaire. Resulting means and standard deviations can
be seen in Table 3. A within-subjects ANOVA tested the ef-
fect of the summarization method on the ratings obtained
from the subjects. A pre-requisite for this type of experi-
mental design is to check the sphericity assumption (i.e. all
the variances of the differences in the sampled population
are equal) using the Mauchly’s test, which indicated that

8A screenshot of the evaluation and
more Musical Avatars are available online
http://mtg.upf.edu/project/musicalavatar.

http://mtg.upf.edu/project/musicalavatar


Table 3: Mean ranks and standard deviations for the
different summarization strategies obtained by the
user evaluation. The random column corresponds to
the average values of the individual random results
(see text for details).

Continuous Binary Ternary Random Neutral

µ 1.73 2.27 2.91 4.28 5.18
σ 0.79 1.49 1.45 1.16 0.98

the assumption was assumable [13]. Then, the effect of the
summarization was found to be significant (Wilks Lambda
= 0.032, F (4, 7) = 52, 794, p < 0.001). Pairwise compar-
isons (a least significant differences t-test with Bonferroni
correction, which conservatively adjusts the observed signif-
icance level based on the fact that multiple comparisons are
made) revealed significant differences between two groups
of avatars: on one side the random and the neutral avatars
(each one getting ratings that cannot be considered differ-
ent from the other one), and on the other side the binary,
ternary and continuous avatars (which get ratings that are
statistically different from the random and the neutral ones,
but without any significant difference between the three).
The differences between those two clusters of avatars are
clearly significant (p < 0.005) except for the differences be-
tween random and ternary, and between binary and neutral,
which are only marginally significant (p <= 0.01).

We then introduced a dissimilarity measure to assess the
significance of the generated description of musical prefer-
ences. In particular, we estimated how the computed repre-
sentation performs against a randomly generated baseline.
Therefore, we first computed the Euclidean distance between
the obtained descriptor vector representing the user profile
(standardized and range-normalized) and the vector con-
taining the users’ self-assessments provided in the first task
of the evaluation. We then generated a baseline by averaging
the Euclidean distances between the self-assessments and 10
randomly generated vectors. Finally, a t-test between the
algorithm’s output (µ = 0.99, σ = 0.32) and the baseline
(µ = 1.59, σ = 0.25) showed a significant difference in the
sample’s means, t(11) = −5.11, p < 0.001. Additionally,
Figure 5 shows box plots of the obtained dissimilarities.

3.3 Discussion
From the results presented above, we first observe that

the generated description based on audio content analysis
shows significant differences when compared to a random
assignment. Moreover, as we can see in Figure 5, the mean
distance to the user-provided values is remarkable smaller
for the generated data than for the random baseline, i.e. the
provided representations better resembles the users’ self-
assessments in terms of similarity.

Furthermore, Table 3 clearly shows a user preference for
all three proposed quantization strategies over the randomly
generated Musical Avatars and the neutral one. In particu-
lar, the continuous summarization strategy has been found
top-ranked, followed by the binary and ternary quantization
strategy. This ranking, given the ANOVA results, should be
taken just as approximative until a larger sample of user
evaluations is available. On the other hand, we can also see
that the neutral avatar is less preferred than the random

0.5

1

1.5

2

computed values random values

d
is

s
im

ila
ri
ty

Box plots for the dissimilarity measures

Figure 5: Box plots of the dissimilarity estimation.
The Euclidean distance obtained by the computed
descriptors shows a significantly lower mean than
the one obtained by the 10 randomly generated de-
scriptor vectors.

avatars. This suggests that the users prefer images that
carry some information (even if it does not match the users’
preferences) rather than avatars lacking of visual features.
This poses the problem of visualizing users with varied mu-
sical preferences (i.e. mean values of a majority of the de-
scriptors close to 0.5), especially in the case of the ternary
quantization. Unfortunately, the difference between the ran-
dom and neutral avatars showed not significance, probably
due to the small number of participants in the study.

Evaluation of the users’ comments can be summarized
as follows. First, a general tendency towards an agree-
ment on the representativeness of the Musical Avatar can
be observed. As expected, some users reported missing cat-
egories to fully describe their musical preferences (e.g. coun-
try music, musical instruments). This suggests that the
provided semantic dimensions seem to grasp the essence
of the user’s musical preference, but fail to describe sub-
tle nuances in detail. Indeed, by providing better seman-
tic descriptions of the musical content under consideration
(i.e. better classifier/descriptors), the algorithm’s accuracy
in describing these aspects would benefit to a great extent.
In consequence, since we are working with state-of-the-art
algorithms [3], the available tools are only able to solve the
problem on a very coarse level.

Finally, the meaningfulness of some visual features could
not be decoded by some users (e.g. glasses, head shape).
Therefore we confirm our intuition that the mapping of the
descriptors to the visual domain is not a trivial task and will
need further research efforts. Moreover, one key aspect of
the proposed approach is the necessity of an explicit prefer-
ence statement in form of a sufficient set of music tracks by
the user. Alternatively one may use listening behavior in-
formation, exploiting services such as Last.fm, to infer such
sets automatically.

4. CONCLUSIONS
We have presented a method which maps the musical pref-

erences of a given user to the visual domain. To this extent,
given a collection of music tracks (provided by the user as
a prototypical example of his/her preferences) the proposed
algorithm extracts high-level semantic information by audio



content analysis of the tracks. Then, it summarizes the ob-
tained descriptions into a simple representation of the user
as a point in a semantic space, and finally maps it into a
graphical representation - the Musical Avatar. We consid-
ered 3 summarization strategies, which generate a simplified
user representation in continuous and discrete ways. This
user profile is then mapped to the visual features of the
avatar. We carried out subjective evaluations of the consid-
ered strategies together with a random and neutral avatars
as alternative baselines. According to the obtained results,
we found participants’ preference for all three proposed ap-
proaches over both baselines. In general, we conclude that
the Musical Avatar provides a reliable, although coarse, vi-
sual representation of the user’s music preferences.

As future work, we plan to focus our research on per-
formance improvements, enriching the current method with
more semantic dimensions (e.g. instrument information).
Furthermore, we want to increase the number and quality of
the visual attributes as well as improve the mapping strat-
egy to obtain a more intuitive representation. Finally, we
plan to conduct a large scale web-based user evaluation in
order to better assess the representativeness of the obtained
avatars and to further refine the proposed method.
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Figure 4: A random sample of Musical Avatars.
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