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ABSTRACT

A system is presented that generates a sound sequence from
an original audio chord sequence, having the following
characteristics: The generation can be arbitrarily long, pre-
serves certain musical characteristics of the original and
has a reasonable degree of interestingness. The proce-
dure comprises the following steps: 1) chord segmentation
by onset detection, 2) representation as Constant Q Pro-
files, 3) multi-level clustering, 4) cluster level selection,
5) metrical analysis, 6) building of a suffix tree, 7) gen-
eration heuristics. The system can be seen as a computa-
tional model of the cognition of harmony consisting of an
unsupervised formation of harmonic categories (via multi-
level clustering) and a sequence learning module (via suf-
fix trees) which in turn controls the harmonic categoriza-
tion in a top-down manner (via a measure of regularity). In
the final synthesis, the system recombines the audio ma-
terial derived from the sample itself and it is able to learn
various harmonic styles. The system is applied to various
musical styles and is then evaluated subjectively by mu-
sicians and non-musicians, showing that it is capable of
producing sequences that maintain certain musical charac-
teristics of the original.

1. INTRODUCTION

To what extent can a mathematical structure tell an emo-
tional story? Can a system based on a probabilistic con-
cept serve the purpose of composition? Iannis Xenakis dis-
cussed the role of causality in music in his book “Formal-
ized Music, Thought and Mathematics in Composition”,
where it is mentioned that a fertile transformation based
on the emergence of statistical theories in physics played a
crucial role in music construction and composition [20].

Statistical musical sequence generation dates back to
Mozart’s “Musikalisches Würfelspiel” (1787) [8], and more
recently to “The Continuator” by F. Pachet [14], D. Con-
klin’s work [3], the “Audio oracle” by S. Dubnov et al.
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[6] and the “Rhythm Continuator” by M. Marchini and
H. Purwins (2010) [13]. The latter system [13] learns the
structure of an audio recording of a rhythmical percussion
fragment in an unsupervised manner and synthesizes mu-
sical variations from it. In the current paper this method
is applied to chord sequences. It is related to work such
as a harmonisation system described in [1] which, using
Hidden Markov Models, it composes new harmonisations
learned from a set of Bach chorals.

The results help to understand harmony as an emergent
cognitive process and our system can be seen as a music
cognition model of harmony. “Expectation plays an im-
portant role in various aspects of music cognition” [18]. In
particular, this holds true for harmony.

2. CHORD GROUPING

Harmony is a unique feature distinguishing Western music
from most other predominantly monophonic music tradi-
tions. Different theories account for the phenomenon of
harmony, mapping chords e.g. to three main harmonic
functions, seven scale degrees, or even finer subdivisions
of chord groups, such as separating triads from seventh or
ninth chords. The aim of this paper is to suggest an unsu-
pervised model that lets such harmonic categories emerge
from samples of a particular music style and model their
statistical dependencies.

As Piston remarks in [15] (p. 31), “each scale degree
has its part in the scheme of tonality, its tonal function”.
Function theory by Riemann concerns the meanings of the
chords which progressions link. The term “function” can
be used in a stronger sense as well, for specifying a chord
progression [10]. A problem arises from the fact that scale
degrees cannot be mapped to the tonal functions in a unique
way [4] [16] (p. 51-55). In our framework, the function of
a chord emerges from its cluster and its statistical depen-
dency on the other chord clusters.

It is considered that the tonic (I), dominant (V) and
subdominant (IV) triads constitute the tonal degrees since
“they are the mainstay of the tonality” and that the last two
give an impression of “balanced support of the tonic” [15].
This hierarchy of harmonic stability has been supported by
psychological studies as well. One approach involves col-
lecting ratings of how one chord follows from another. As
it is mentioned in [11], Krumhansl, Bharucha, and Kessler
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used such judgments to perform multidimensional scaling
and hierarchical clustering techniques [9]. The psycholog-
ical distances between chords reflected both key member-
ship and stability within the key; “chords belonging to dif-
ferent keys grouped together with the most stable chords
in each key (I, V, and IV) forming an even smaller clus-
ter. Such rating methods also suggest that the harmonic
stability of each chord in a pair affects its perceived rela-
tionship to the other, and this depends upon the stability of
the second chord in particular” [9].

3. METHODOLOGY

The goal of this system is the analysis of a chord sequence
given as audio input, with the aim of generating arbitrar-
ily long, musically meaningful and interesting sound se-
quences maintaining the characteristics of the input sam-
ple.

From audio guitar and piano chord sequences, we de-
tect onsets, key and tempo, and group the chords, applying
agglomerative clustering. Then, Variable Length Markov
Chains (VLMCs) are used as a sequence model. In Fig-
ure 1 the general architecture is presented.

Figure 1. General system architecture.

3.1 Onset Detection

In order to segment the audio into a sequence of chords
we employed an onset detection algorithm. Different ap-
proaches have been considered since a simplified onset de-
tection method based only on the energy envelope would
not be sufficient. After trying a bunch of available algo-
rithms from the literature we found that the complexdo-
main from Aubio [21] was suited for our propose.

A crucial parameter of this algorithm is the sensitivity
which required an ad hoc tuning. We selected a piano
performance of Bach’s choral ”An Wasserflussen Babylon
(Vergl. Nr. 209) in G major - from here on referred as
“test -Bach choral” - as a ground truth test set for onset de-
tection. Although with an optimal sensitivity we were still
obtaining an incorrect merge of two consecutive segments
in the 5.88% of the cases out of a total of 68 segments con-
sidered. In Figure 2, the first five segments that were ob-
tained for the test-Bach choral are presented. An example
of incorrect merge is shown on the 5th segment, the two

consecutive chords of which get still gathered together, as
their common notes are still resonating during the passing.

Figure 2. The first 5 segments of the test - Bach choral us-
ing Aubio [21] for onset detection. The fifth excerpt should
be splitted into two parts -vertical black line- since two dif-
ferent kind of chords are identified and could be used sep-
arately.

3.2 Constant Q Profiles and Sound Clustering

From the audio input we extract chroma information based
on Constant Q (CQ) profiles, which are 12 - dimensional
vectors, each component referring to a pitch class. The
idea is that every profile should reflect the tonal hierarchy
that is characteristic for its key [2].

The calculation of the CQ profiles is based on the CQ
transform; as decribed by Schorkhuber and Klapuri in [19],
“it refers to a time-frequency representation where the fre-
quency bins are geometrically spaced and the Q factors
which are ratios of the center frequencies to bandwidths,
of all bins are equal”. This is the main difference between
the CQ transform and Fourier transform. In our implemen-
tation we have used 36 bins per octave, the square root of
a Blackman-Harris window and a hop size equal to 50%
of the window size. The CQ profiles are closely related
to the probe tone ratings by Krumhansl [17]. Also the sys-
tem employs a method described by Dixon in [5] for tempo
estimation.

In the clustering part, as each event is characterized by
a 12-dimensional vector, they can thus be seen as points in
a 12-dimensional space in which a metric is induced by the
Euclidean distance. The single linkage algorithm has been
used to discover event clusters in this space. As defined
in [13], this algorithm recursively performs clustering in a
bottom-up manner. Points are grouped into clusters. Then
clusters are merged with additional points and clusters are
merged with clusters into super clusters. The distance be-
tween two clusters is defined as the shortest distance be-
tween two points, each in a different cluster, yielding a bi-
nary tree representation of the point similarities. The leaf
nodes correspond to single events. Each node of the tree



occurs at a certain height - level, representing the distance
between the two child-nodes (cf. [7] p. 517-557 for de-
tails).

Then the regularity concept described in [13] is com-
puted for each sequence of each clustering level. Firstly,
we compute the histogram of the time differences (CIOIH)
between all possible combinations of two onsets. What we
obtain is a sort of harmonic series of peaks that are more
or less prominent according to the self-similarity of the se-
quence on different scales. Secondly, we compute the au-
tocorrelation ac(t) (where t is the time in seconds) of the
CIOIH which, in case of a regular sequence, has peaks at
multiples of its tempo. Let tusp be the positive time value
corresponding to its upper side peak. Given the sequence
of m onsets x = (x1, . . . , xm) we define the regularity of
the sequence of onsets x to be:

Regularity(x) =
ac(tusp)

1
tusp

∫ tusp

0 ac(t)dt
log(m)

This regularity is then used to select the most regular level
for tempo detection and a small amount of representative
levels for the VLMC generation.

In Figure 3, there is a tree representation of the cluster-
ing results for the audio test - Bach choral. The system has
selected 10 clustering levels, and the cluster hierarchy for
the levels 1 - 6 is presented. We have only considered the
clusters with more than one element.

Figure 3. Base line: the clusters generated at Level 1 as
circles; the black ones contain one single element.

In Table 1, the clustering results on levels 1 - 4 of the
analyzed Bach choral are shown in more detail. It is noti-
cable that we get a rich group, containing a large amount
of G Major dominant chords.

3.3 Statistical Model for Sequence Generating

Having the segments of the input sound categorized prop-
erly, the next step is to re-generate them in a different or-
der than the original one, taking into account that they are
not independent and identically distributed, but dependent
on the previous segments. For implementing this idea it

Cluster # of Elements Recognition
Level 1:

cl. 1 3 2 G I, 1 G V
cl. 2 3 1 G I, 1 a V, 1 d IV
cl. 3 2 2 G IV
cl. 4 2 1 G I, 1 G V
cl. 5 10 5 G V, 1 a I, 1 d I,

1 d VI, 1 d V, 1 G I
cl. 6 2 1 G IV, 1 a I
cl. 7 4 1 G II, 1 a V, 1 a I,

1 d V
cl. 8 2 2 G V

Level 2:
cl. 9 (cl.5)+2 6 G V, 1 a I, 2 d I,

1 d VI, 1 d V, 1 G I
cl. 10 (cl.2+cl.7)+1 1 G I, 2 a V, 1 d IV,

1 G II, 1 a I, 1 d V
cl. 11 (cl.4)+1 2 G I, 1 G V
cl. 12 (cl.1+cl.6)+1 2 G I, 1 G V, 1 G IV,

1 a I
Level 3:
cl. 13 (cl.11)+1 3 G I, 1 G V
cl. 14 (cl.3+cl.9+cl.10) 2 G I, 1 G II, 2 G IV,

+2 6 G V, 2 a I, 2 a V,
2 d I, 1 d IV, 2 d V,

1 d VI
Level 4:
cl. 15 (cl.8+cl.13+cl.14) 9 G V, 5 G I, 1 G II,

+ 2 2 G IV, 2 a I, 2 a V, 3 d I,
1 d IV, 2 d V, 2 d VI

Table 1. the clustering results on levels 1 - 4 of the an-
alyzed Bach choral. At the first column, we define each
cluster by a number and at the second column we present
the number of elements inside that cluster. At the third col-
umn we recognize these elements and label them based on
our score’ s harmonic analysis for each one separately (for
example: “2 G I” means “2 of the elements are the root
of G major” and “5 a V” means “5 of the elements are the
dominant of A minor”).

would be impractical to consider a general dependence of
future observations on all previous observations because
the complexity of such a model would grow without limit
as the number of observations increases. This leads us to
consider Markov models in which we assume that future
predictions are independent of all but the most recent ob-
servations.

A VLMC of order p is a Markov chain of order p, with
the additional attractive structure that its memory depends
on a variable number of lagged values [12]. This can be
evaluated on our system as follows; Let’s assume that we
have, as an input, two sequences of events - elements of a
categorical space having length ! = 4. Be (A,B,C,A) and
(B,C,C,D), which are parsed from right to left. As seen in
[14], context trees are created where a list of continuations
encountered in the corpus are attached to each tree node.
The ”continuations” are integer numbers which denote the



index of continuation item in the input sequence. In Fig-
ure 4, the procedure of the context tree creation based on
sequences (A,B,C,A) and (B,C,C,D) is shown, where the
index numbers show with which element one can proceed.

Figure 4. Top left and right: Context trees built from the
analysis of the sequences (A B C A) and (B C C D) respec-
tively. Bottom: Merge of the context trees above.

Exploring the final graph in Figure 4, where the trees
above are merged, we have all the possible sequence sit-
uations, following each path that is created from bottom
to up and considering the index number of the first ele-
ment. For example, if we want to find which is the next
element of the sequence (A,B,C), we follow this specific
path from the bottom of the tree and then we see the in-
dex number of the first element, A, so we take the element
with this index number, which is A and the sequence now
becomes (A,B,C,A). For ”e” (the empty context) we con-
sider a random selection of any event. Also the length !
can be variable.

For the generation we use the suffix trees for all previ-
ously selected levels. If we fix a particular level, the con-
tinuation indices are drawn according to a posterior proba-
bility distribution determined by the longest context found.
Depending on the sequence, it could be better to do pre-
dictions based either on a coarse or a fine level. In order
to increase recombination of blocks and still provide good
continuation we employ the heuristics detailed in Section
3.1. in [13] taking into account multiple levels for the pre-
diction.

4. EVALUATION

Five audio inputs have been selected to evaluate the method:
a guitar chord sequence based on the song “If I fell in
love with you” by the Beatles, a Bach choral played on
the piano, part of the “Funeral March” by Chopin, a guitar
flamenco excerpt and a piano chord sequence by a non-
musician (Examples No.1-5).

The next step was to create generations, using these five
different piano and guitar audio inputs followed each one
by generations of one minute duration. All the audio ex-
amples, some meta data, as well as the generations, and the
results of the evaluation are available on the web site [22].

There are two carefully selected generations presented per
piece, except for Example No. 5, where there is only one.
The following characteristics of the system are assessed:
the selected clustering level, the similarity between the in-
put sample and the generation, and how many times an
event is followed by another event in the generation that
is not the event’s successor in the original (i.e. how many
“jumps” the generated sound contains).

Since the opinion of a musician rather than an objective
measure is a more suitable evaluation measure for the aes-
thetic value of a generated music sample, a questionnaire
for each input and its generations was created and given to
five musicians 1 and five non-musicians at ages between 22
and 28. They had to listen to and rate each audio (from 1-
“not at all” to 5- “very much”) for their familiarity with the
piece and the interestingness of the piece. In addition, the
subject had to select the most interesting 10-second parts
of it and they had to determine a similarity value compar-
ing two audio examples. Original and the generations were
presented without indicating which was which. For Ex-
amples 2 and 3 (Bach and Chopin) another question was
added, asking to rate how clear the structure of the piece
is.

Through the results of this experiment (details in Table
2), we can highlight that only 3% of the responses found
the generation example as not similar to the original input.
Also through the Examples 1, 4 and 5 we notice that 20%
of the responses found the generation example more inter-
esting than the original and 26% of the responses found
the generation example less interesting, although the range
from the rate of the original one is not big.

In general the cumulative results for the similarity mod-
ule show small differences between musician’s and non-
musician’s replies. Another measure of comparison be-
tween these groups is their response concerning the 10
most interesting seconds; ten groups of overlapping sec-
onds have emerged and seven of these groups were indi-
cated by both musicians and non-musicians.

The comments made by the subjects gave us additional
insight into the behaviour of the system. Metrical phase er-
rors have been spotted in the generations of Example No.
4, resulting in rhythmic pattern discontinuities. Some of
the musician subjects considered these sections as “confus-
ing” and some others as “intriguing expertise”. Another
important issue is the quality of the generation, in terms of
its harmonic structure. A representative comment on Ex-
ample No.5 is: “In the second audio (i.e. the Original) I
could hear more harmonically false sequences”.

5. DISCUSSION AND CONCLUSION

The system generates harmonic chord sequences from a
given example, combining machine learning and signal pro-
cessing techniques. As the questionnaire results highlight,
the generation is similar to the original sample, maintain-
ing key features of the latter, with a relatively high degree
of interestingness.

1 They are defined as individuals, having at least five years of music
theory studies and instrument playing experience.



An important extension of this work would incorporate
and learn structural constraints as closing formulae and
musical form. Other future work comprises an in-depth
comparison of the chord taxonomies generated by the sys-
tem and taxonomies suggested by various music theorists,
e.g. Riemann, Rameau, or the theory of jazz harmony and
possibly the experimental verification of such harmonic
categories in the brain, e.g. in an EEG experiment.

However, for an automatic music generation system,
there remains still a long way to go in order to comply with
the idea of music as Jani Christou puts it: ”The function of
music is to create soul, by creating conditions for myth, the
root of all soul”.
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Example 1 Musicians Non-musicians
Familiarity Interesting Familiarity Interesting

Original 2,1,3,1,4 2,2,4 (22-30s),4 (11-16s),3 2,2,3,2,4 3,4(38-42s),4 (22-32s),2,3
Generation 1 2,1,3,1,3 2,2,3,5 (4-12s),2 2,3,2,2,2 4 (1-11s),3,3,2,3
Generation 2 5,1,3,1,2 2,2,3,2,3 3,3,4,2,4 2,5 (48-58s),4 (40-50s),2,

4 (45-55s)
Similarity Org.-Gen.1 Org.-Gen.2 Org.-Gen.1 Org.-Gen.2

Not similar
Somewhat similar ++ ++ ++ +++

Very similar +++ +++ +++ ++

Example 2 Musicians Non-musicians
Familiarity Familiarity

Original 4,4,4,5,4 3,3,4,2,5
Clearness Interesting Clearness Interesting

Generation 1 4,5,5,3,2 3,5 (30-40s),4 (30-40s),2,1 4,5,4,4,4 4 (1-11s),5 (1-11s),
4 (45-55s),4 (30-40s),3

Generation 2 5,4,3,2,3 1,4 (23-32s),3,3,2 4,4,3,3,3 2,3,4,2,4
Similarity Org.-Gen.1 Org.-Gen.2 Org.-Gen.1 Org.-Gen.2

Not similar + +
Somewhat similar + + ++ +++

Very similar ++++ +++ ++ ++

Example 3 Musicians Non-musicians
Familiarity Familiarity

Original 5,5,4,5,5 4,5,5,5,5
Clearness Interesting Clearness Interesting

Generation 1 5,5,5,3,2 5 (0-10s),5 (43-53s),3,3,1 5,5,3,4,3 5 (33-43s),5 (43-48s),3,3
,5 (30-40s)

Generation 2 5,4,4,2,4 5 (34-44s),4 (43-51s),4,3,2 4,5,3,5,4 5 (17-24s),5 (34-44s),4 (45-52s),
4 (20-30s),4 (40-50s)

Similarity Org.-Gen.1 Org.-Gen.2 Org.-Gen.1 Org.-Gen.2
Not similar

Somewhat similar ++ ++++ ++
Very similar +++ + +++++ +++

Example 4 Musicians Non-musicians
Familiarity Interesting Familiarity Interesting

Original 1,2,1,5,2 4 (0-10s),2,4 (34-38s), 3,2,3,2,4 4 (1-8s),3,3,1,3
4 (28-38s),4 (10-20s)

Generation 1 1,2,1,5,2 4 (0-10s),2,3,4 (8-14s), 4,1,4,2,5 3,3,3,1,4 (10-20s)
4 (9-13s)

Generation 2 1,2,1,5,2 1,2,5 (7-15s),3,3 2,1,3,2,5 3,3 (32-42s),4 (45-55s),1,3
Similarity Org.-Gen.1 Org.-Gen.2 Org.-Gen.1 Org.-Gen.2

Not similar
Somewhat similar +++ + ++++

Very similar +++++ ++ ++++ +

Example 5 Musicians Non-musicians
Familiarity Interesting Familiarity Interesting

Original 1,2,1,3,4 1,2,2,2,4 (20-30s) 1,1,3,3,3 2,2,2,2,3
Generation 1,2,1,4,4 1,2,3,3,4 (11-16s) 1,1,2,3,2 2,2,3,2,3
Similarity Org.-Gen. Org.-Gen.

Not similar +
Somewhat similar +++++ +++

Very similar +

Table 2. We present the questionnaire responses for Examples 1 - 5; the ratings (from 1 to 5) that both musicians and
non musicians have given for each audio thus the rate for similarity comparing specific audio couples are shown. At the
interesting part, there is a potential mention of the most interesting 10 seconds, in case the response in that section was 4
or 5.


