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ABSTRACT 

Automatically detecting the singer by analyzing audio is 
a challenging task which gains in complexity for poly-
phonic material. Related approaches in the context of 
Western commercial music use machine learning models 
which mainly rely on low-level timbre descriptors. Such 
systems are prone to misclassifications when spectral 
distortions are present, since the timbre of the singer can-
not be accurately modeled. For improvisational styles, 
where the performance is strongly determined by sponta-
neous interpretation characteristic for the singer, a more 
robust system can be achieved by additionally modeling 
the singer’s typical performance style. In addition to tim-
bre and vibrato descriptors we therefore extract high-
level features related to the performance character from 
the predominant fundamental frequency envelope and 
automatic symbolic transcriptions. In a case study on 
flamenco singing, we observe an increase in accuracy for 
monophonic performances when classifying on this com-
bined feature set. We furthermore compare the perfor-
mance of the proposed approach for opera singing and 
investigate the influence of the album effect.  

1. INTRODUCTION 
Music information retrieval is of great importance for 
managing large music databases and providing users with 
recommendations and automatically generated meta-data. 
Automatic singer identification is a complex task special-
ly for low-quality recordings or the presence of instru-
mental accompaniment. Related approaches have mainly 
focused on the extraction of one or more timbre-related 
spectral descriptors such as Mel-frequency cepstral coef-
ficients ([1], [2]; [3]), linear prediction coefficients [4] or 
Gamma-tone cepstral coefficients [1]. However, identifi-
cation solely based on timbre description requires high 
quality audio recordings and is prone to errors when 
spectral distortions are present.  
 

More robust approaches rely on additional extraction of 
non-timbre features: Fujihara and Goto [5] improve the 
identification accuracy by additionally extracting funda-
mental frequency trajectories and Nwe et al. [6] use 
cascaded bandpass filters to estimate vibrato related 
descriptors. In a first genre-specific approach, Sridhar et 
al. [7] report an increased performance for Carnatic Mu-
sic by adjusting cepstral descriptors to the intervalic 
structure of this particular musical material.  

Despite the great variety of music traditions and corres-
ponding communities of enthusiasts, most music infor-
mation retrieval algorithms are designed and tested on 
databases containing mainly Western commercial music. 
Flamenco is a rich improvisational music tradition from 
Southern Spain, characterized by deviations from the 
Western tonal system, freedom in rhythmic interpretation 
and a large amount of microtonal melodic ornamentation. 
As an oral tradition, songs have been passed on from ge-
neration to generation and performances are often spon-
taneous and highly improvisational. Consequently, only 
rare manual scores and annotations exist. In order to de-
sign a robust singer identification system for monophonic 
flamenco solo singing styles, where audio recordings 
often lack quality, we extend a timbre-based approach by 
extracting vibrato descriptors from estimated fundamen-
tal frequency contours. Exploiting the improvisational 
character of these styles, we incorporate statistical per-
formance descriptors obtained from automatic transcrip-
tions. We analyze the performance for monophonic fla-
menco singing and explore the suitability of this approach 
for polyphonic flamenco and opera singing collections. 
Despite the limitation of this paper to a case study on 
Flamenco, we see a potential s improvisational singing 
style and furthermore consider the proposed performance 
descriptors for related tasks, such as performance and 
artist similarity characterization. 

The rest of the paper is organized as follows: Section II 
describes a preliminary experiment and gives an oveview 
of feature extraction and classification of the proposed 
system. In section III, we present the conducted experi-
ments and results and discuss the influence of the album 
effect. The conclusions of our study are summarized in 
section IV. 
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2. PROPOSED APPROACH 
As it will be illustrated in the first subsection, automatic 
singer identification algorithms based on timbre informa-
tion produce high accuracies for data sets containing 
high-quality audio recordings, which can not be generali-
zed for the data investigated in this paper. Since flamenco 
singing is a highly improvisational art-form, a perfor-
mance is influenced by a set of given rules for the style as 
well as the performer's individual spontaneous interpreta-
tion. We therefore explore the use of this genre-specific 
properties to identify a singer by modeling his or her cha-
racteristic way of performing, regarding ornamentation, 
dynamics, pitch content and tendencies of rhythmic and 
melodic interpretation. The extensive use of vocal vibrato 
is a key feature in flamenco singing and as in other gen-
res, singers tend to develop particular vibrato characteris-
tics. We therefore incorporate global vibrato descriptors 
as attributes in the learning task. 

2.1 Baseline: Timbre-based singer identification 

In a preliminary experiment we implemented a related 
state of the art singer identification system [2] based on 
framewise extracted Mel-frequency cepstral coefficients 
(MFCCs), as shown in figure 1.  
 

 
 

Figure 1. Baseline approach: Singer identification 
based on timbre descriptors. 

 
We evaluated the performance for a monophonic fla-

menco singing collection containing 65 recordings as 
well as a subset of the MIR-1K database [8] containing 
228 short voice only Pop music clips without accompa-
niment. We selected this subset in order to obtain five 

equally distributed classes in both sets. While the audio 
quality of the recordings in the MIR-1K is throughout 
high, the monophonic flamenco collection contains tracks 
with varying audio quality and includes historical record-
ings with strong spectral distortions. For further imple-
mentation details and database description, we refer to 
[9]. The system gives convincing results for the MIR-1K 
subset given the low amount of audio material (approx. 
28 minutes) and confirms the suitability of a timbre-based 
identification, even for small databases as illustrated in 
table 1. By contrast, the accuracy is lower for the mono-
phonic flamenco dataset, even though more audio materi-
al is available (approx. 2 hours 51 minutes). This lack of 
robustness towards varying audio quality serves as moti-
vation to explore classification based on a fusion of tim-
bre and non-timbre descriptors.  
 

Database Correctly classified 
instances (CCI) 

MIR-1K subset 97.14% 
Monophonic 
Flamenco 65.00% 

Table 1. Classification results: Baseline approach. 

2.2 Timbre feature extraction 

Given the satisfying results of related work using Mel-
frequency coefficients for high quality audio [2], we limit 
the timbre-based feature extraction to the average 
MFCCs 1-13. Instead of frame-wise extraction, we calcu-
late the average for the MFCC values over each song in 
order to obtain compatibility with the global descriptors 
described below. For monophonic material, silent frames 
are estimated from the energy envelope and excluded 
from the feature extraction process. For polyphonic mate-
rial, voiced sections are estimated from the pitch salience 
function obtained during the predominant fundamental 
frequency (f0) estimation [10]. 

2.3 Vibrato feature extraction 

Vocal vibrato is defined as an oscillation of the (f0) with-
in a rate of 4 to 8 Hz [15] and a depth of less than 200 
cents. It seems convenient to estimate vibrato directly 
from the fundamental frequency curve as opposed to the 
application of time-domain filter banks as in Nwe et al. 
[6]. We obtain the pitch contour of the recordings using 
the MELODIA vamp plugin1, which implements a state-
of-the-art predominant fundamental frequency estimation 
algorithm [10] for monophonic and polyphonic audio 
material. After removing silences, the estimated f0 curve 
can be treated as a time series and high-pass filtered at 
2Hz in order to obtain a zero-centered signal x0(t)  which 
preserves only fast pitch fluctuations. If vibrato is pre-
sent, the spectrum of this signal X0(f)  contains a peak 
within the considered frequency range. The instantaneous 
vibrato rate corresponds to the peak frequency f and the 
vibrato depth d can be estimated as the amplitude differ-

                                                             
1 http://mtg.upf.edu/technologies/melodia 



ence of the zero-centered pitch fluctuation in the current 
frame [t1; t2]: 

d =max(x(t))max(x(t))
t1

−min(x(t))                         (1) 

 
In order to obtain global descriptors, we determine the 
average and the standard deviation of vibrato rate and 
depth over each track. Furthermore, the vibrato amount is 
defined as the relative number of frames per song con-
taining vibrato. 

 
Figure 2. Extraction of vibrato features. Top: f0 con-
tour; middle: high-pass filtered f0 contour and estimated 
vibrato depth; bottom: estimated vibrato frequency. 

2.4 Performance descriptor extraction 

In order to model a singer’s characteristic performance 
style, we extract statistical features describing the behav-
ior of pitch, dynamics and note duration. We use the tran-
scription system described in Gómez and Bonada [11], 
which estimates a symbolic note representation from the 
f0 trajectories mentioned in the previous section. The ana-
lyzed recording is segmented into notes, which are repre-
sented with their respective duration, energy and pitch. 
Frequency values are quantized to an equal-tempered 
scale relative to the locally estimated tuning frequency. 
From the note representation we extracted the lowest and 
highest pitch, the pitch range as well as the standard de-
viation of the pitch value, the pitch fluctuation for each 
track. After normalizing the dynamics for each song, we 
furthermore extracted the average volume and average 
note duration and their respective standard deviations, the 
dynamic and duration fluctuation. The onset rate is de-
termined as the number of notes per second. Comparing 
quantized qi and non-quantized ui pitch values, we define 
the maximum detuning dmax for each song: 
 

dmax =maxi qi −ui                             (2) 

 
And its standard deviation, the tuning fluctuation. By 
calculating the absolute difference between the f0 enve-
lope and the non-quantized note values ui relative to the 
total number of frames N in each song, we estimate the 
amount of ornamentation o as follows: 
 

o =
f0i −ui

i=1

N

∑

N
                                (3) 

 
A key characteristic of flamenco singing is a singer’s 
ability to stretch phrases with melisma and ornamentation 
without breaking the note flow by breathing or pausing. 
Silences between phrases are chosen consciously and 
serve as an expressive factor. Consequently, the amount 
of silence estimated from the relative number of unvoiced 
frames per song and the maximum phrase length have 
been selected as corresponding descriptors. 
 

Feature set Descriptor 
Timbre Average MFCC 1-13 
Vibrato Average vibrato rate 

Vibrato standard deviation 
Average vibrato extend 
Vibrato amount 

Performance Lowest pitch 
Highest pitch 
Pitch range 
Pitch standard deviation 
Average volume 
Volume standard deviation 
Average note duration  
Note duration standard deviation 
Onset rate 
Maximum detuning 
Tuning fluctuation 
Amount of ornamentation 
Amount of silence 

Table 2. Summary of extracted descriptors. 

2.5 Learning task 

Automatic singer identification refers to the task of auto-
matically identifying a performer by analyzing de-
scriptors extracted from audio recordings. Here, we clas-
sify among a set of possible candidates based the de-
scribed features extracted on a song-level. Hence, we are 
interested in obtaining a classifier F of the following form 
 

F(MusicFragment)→ Performer                  (4) 

 
where MusicFragment is the set of music fragments and 
Performer is the set of possible singers to be identified. 
Each music fragment is characterized by all of the differ-
ent subsets of the extracted descriptors described above. 
After comparing various classifiers, we chose Support 
Vector Machines (SVM) [12] for the task due to the 
throughout consistent performance. Parameters are em-
pirically adjusted to: complexity c=15, tolerance t=0.001 
and ε=1015, using feature set normalization and a linear 
kernel. 
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2.6 Classification 

We perform the learning task and classification task in 
the WEKA machine learning environment [13] applying 
a ten-fold cross-validation. For both monophonic and 
polyphonic material, we classify using the full feature set 
as well as single feature groups in order to compare their 
suitability for this task. An additional feature set is ob-
tained by applying a SVM subset evaluation. We evaluate 
the algorithm performance by calculating the percentage 
of correctly classified instances (CCI), averaged over 
N=10 folds: 

CCI = # correctly classified instances
# instancesi=1

N

∑           (5) 

 

3. EVALUATION AND RESULTS 

3.1 Data 

In order to evaluate and compare the two approaches 
described subsequently, we gather a total of three data-
bases including monophonic and polyphonic flamenco 
collections and for comparative analysis a polyphonic 
Opera singing dataset. The database Fl-Mono contains a 
total of 65 recordings of flamenco a cappella songs by 
five renowned male artists. The collection contains recent 
as well as historical recordings with an overall strongly 
varying audio quality. The total amount of audio material 
sums to approx. 2 hours and 51 minutes. Covering a great 
variety of styles and eras, the polyphonic flamenco da-
taset Fl-Poly contains a total of 150 commercially availa-
ble recordings by three male and two female renowned 
singers. The audio quality is throughout high and the in-
strumentation is limited to singing voice, guitar and per-
cussive elements such as hand-clapping. For comparative 
reasons we furthermore gathered an opera singing collec-
tion Fl-Poly containing 150 tracks with full orchestra 
accompaniment from commercially available CDs. The 
dataset covers three male and two female professional 
singers with orchestral instrumentation. 

3.2 Experiments and results 

3.2.1 System performance 

 

Feature set 
Correctly classified instances (CCI) 
Fl-Mono Fl-Poly Op-Poly 

Timbre 60.0% 86.7% 70.5% 
Vibrato 72.3% 63.7% 61.1% 
Note  63.1% 53.3% 57.0% 
All 80.0% 88.0% 66.4% 
SVM subset 83.1% 86% 76.5% 

Table 3. Classification results: Selected approach. 

The evaluation results for the proposed algorithm tested 
on all three databases is illustrated in table 3. For the 
monophonic flamenco dataset, the singer identification 
based on averaged MFCCs obtains a slightly inferior re-
sult compared the baseline approach (65.00%) where 
MFCCs are extracted frame-wise. Vibrato and statistical 
note descriptors clearly outperform the timbre-based 
method. An increase in accuracy is observed for the com-
bined feature set. Applying a SVM-based subset selec-
tion, in which the five lowest ranked features are discard-
ed, results further improve. In contrast, for the high quali-
ty polyphonic audio recordings the timbre feature set 
gives a higher precision than vibrato and statistical note 
features. Obviously, the absence of strong spectral distor-
tions and background noise allows a more precise timbre 
modeling. However, given the small size and lack of va-
riety of both databases, these results might be influenced 
by the album effect described in the following section. 
Furthermore, polyphonic flamenco styles as well as 
score-based opera singing leave less interpretational free-
dom than spontaneous a cappella flamenco performances. 
Thus, statistical note descriptors are less informative re-
garding the performance style of a particular artist. A 
further bias may be introduced from the fact that the 
monophonic database contains male singers only, provid-
ing a more homogeneous voice timbre and consequently 
a more complex task of determining the singer. Also, 
using predominant f0 estimation to transcribe the singing 
voice from polyphonic audio is more susceptible to errors 
than for monophonic signals. Specially in Opera singing 
instruments might take over main melodic lines during 
interludes and cause errors in the extracted features. Nev-
ertheless, compared to the timbre-based approach, a fu-
sion of the feature sets improves the accuracy for poly-
phonic material. We observe a further increase in preci-
sion for monophonic flamenco and opera singing when 
applying an SVM subset selection. 

3.2.2 Influence of the album effect 

For small databases with a lack of variety regarding al-
bums, the so-called album effect might occur: The homo-
geneous sound of the album determined by the produc-
tion, mixing and mastering processes is modeled instead 
of the characteristics of the singing voice timbre. Conse-
quently, tracks which do not originate from the albums 
contained in the training database are specially prone to 
misclassification. [14] observe this effect for an automat-
ic singer identification based on timbre and vibrato de-
scriptors as an elevated error rate for the case when tracks 
in training and test datasets originate from separate 
sources. 

In the scope of this study, we explore the robustness to-
wards the album effect by comparing two train-test setups 
for a simplified two-class problem. The album split rep-
resents a worst-case scenario where the model is trained 
on one album per singer while the test set originate from 
other sources. In the random split, the same tracks were 



randomly placed in training or test set, while keeping the 
sizes of the sets constant for both scenarios. The results 
clearly show a decrease in accuracy for the timbre-based 
classification when the model is trained on a single album 
per singer. The same effect occurs for the performance 
descriptors, for which the explanation is less obvious. 
Analyzing the information gain of the note descriptors 
regarding the classes, we noticed that the attributes orna-
mentation amount and onset rate obtained a high ranking 
for the train but not the test set in the album split. This is 
an indication for a lack of variety regarding styles within 
the data: Similar to the error of modeling an album spe-
cific timbre, in this case style specific characteristics 
might have been included in the model instead of singer 
specific features. When the full attribute set is used, the 
results for both scenarios are within the same range. This 
experiment clearly demonstrates the advantage of an in-
corporation of vibrato-based features for small training 
sets with little diversity regarding sources and styles. 

 

Feature set 
Correctly classified instanc-

es (CCI) 
Album split Random split 

Timbre 41.7% 81.0% 
Vibrato 87.5% 76.1% 
Note  41.7% 95.2% 
All 91.7% 90.5% 

Table 4. Influence of the album effect. 

4. CONCLUSION 

Our experiments show that an identification based on 
spectral descriptors gives reliable results for databases 
containing high-quality audio recordings, even if the 
amount of available material is limited. On the other 
hand, this approach is not robust towards spectral distor-
tions and varying overall timbre due to inconsistent re-
coding situations and audio quality. We therefore extend 
the feature set with vibrato descriptors extracted from the 
f0 envelope. In order to model the performance style of a 
particular artist, we extract global attributes describing 
temporal, melodic and dynamic behavior from automatic 
transcriptions. The resulting method combining vibrato, 
note and timbre descriptors shows an increase in accuracy 
for monophonic styles and robustness towards spectral 
distortions. We confirm the album effect for timbre-based 
approaches and furthermore observe a similar phenome-
non for note descriptors when the database lacks a variety 
of styles. 
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